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Abstract.


Discussed in the report is the possibility of developing low-cost autonomous weather satellite receiving and processing centers for more efficient use of medium-resolution satellite data. The suggested approach is based on the experience gained during development and operations of SMIS HRPT Acquisition station and Processing Center. The report shows the ways to implement the low-cost soultions to achieve full automation of operations during data acquisition, pre-processing, thematic processing and storage, based on careful software design and networking capabilities.





 1. Limitations of Standard Approach to Organization of Satellite Data Acquisition on Low-Cost Ground Stations.


The weather satellites can provide remote-sensing data, which are useful for many applications. The instant access to latest digital data of medium spatial resolution, such as HRPT data transmitted from NOAA and METEOR satellites, is really valuable for many tasks of environmental control, weather observations/forecasting and Earth remote sensing. However, for many years until now these benefits could be hardly achieved due to significant expenses of data acquisition, processing and delivery to end-user in reasonable times. Hence, the successful approach to cutting down both financial and labor expenses of the ground cycle of satellite data handling (acquisition -- processing -- distribution) should immediately widen the horizon of satellite data application and use.





With the dramatic decrease of prices for hardware systems for medium-resolution digital data reception during last years [1-3],  the principal possibilities for relatively mass installation of local low-cost ground stations have opened. The benefits are obvious, but yet actually unreachable: for proper hardware operations and application of acquired data to real tasks, the ground station users must provide daily or even round-the-clock maintenance and control for both hardware operations and software processing. For specialized ground centers this means performing qualified round-the-clock software operator service and hardware maintenance, with the corresponding pressure on the budget. Such users as small-budget organizations and individuals, have to limit their access to satellite data according to their capabilities and specific qualification level. Moreover, for such organizations as weather services, which require a whole net of local ground stations for successful use of up-to-date satellite data, the problems are multiplied.





The bottleneck is the software for data acquisition and thematic processing. The hardware for registration of data from weather satellites is generally capable of operating in nearly autonomous mode, but the supporting software usually will not allow this. The usual level of software automation for a majority of  small commercially available ground stations is the autonomous data acquisition according to pre-composed schedule, with local storage of data. All other tasks (thematic processing and data archiving included) require interaction with qualified operator in manual mode.





2. Autonomous Approach to Satellite Data Acquisition and Processing.


Trying to resolve the problem, we developed the special approach to achieving near-autonomous operations of a small ground station for weather-satellite data in digital mode (such as HRPT). The following main guidelines were formulated for the development:





The entire cycle of satellite tracking, data acquisition, pre- and thematic processing and on-line data storage must be performed automatically, without operator’s interception. All recoverable errors (temporary conditions, like losing network connection) should be handled gracefully by the system. Only in case of unrecoverable faults (such as disk failure, power failure, hardware problems, etc.) the system should raise an alarm and inform an operator if possible.


The data-handling system should operate in networking environment, to enable automatic data distribution over the network (LAN or WAN) to final destination (on-line archive). This eliminates problems with amounts of locally stored data on all stages of acquisition and processing, allowing for data to be immediately pushed down the processing sequence until it reaches the final archive. 


The processing system must be scaleable for both amounts of data processed and physical location of functional units. With respect to previous issue, this means, that the system must be modular, with modules possibly hosted on different computers, connected by data links over the network.


The data processing engine must allow for both stream-like processing (operating on all acquired data in similar way as soon as they arrive -- creating quicklooks, annotating, etc.) and conditional/thematic processing (operating on data selected and/or pre-processed for specific tasks and projects according to some rules). This also requires modular structure to achieve flexibility required for different projects.


Ideally, the data-acquisition module (ground station) should allow to be located remotely from the processing facilities, with network connection to them. To achieve this condition, the ground station software should be capable of both sending station status information to remote control modules and respond to remote control commands for fixing recoverable error conditions.


To satisfy low-cost demands, the systems should not rely on any expensive specialized software and/or hardware to implement the autonomy functions.





Using these guidelines, we have successfully implemented the prototype autonomous data acquisition and processing system for HRPT data from NOAA satellites, based on low-cost HRPT ground station maintained by SMIS Laboratory of Space Research Institute (SMIS IKI RAN) since 1995 [3,4]. The development of automated system has been going for more than 2 years, with already more than a year of successful operations. The results of this development can be viewed at SMIS main Web server (http://smis.iki.rssi.ru) and other Web servers maintained by SMIS (http://meteo.infospace.ru, http://nffc.infospace.ru). All satellite data presented there, as well as processing results, are obtained and archived in fully automated mode.





The rest of this paper describes the experience and results achieved during the development of autonomous satellite data system. The last section will list the capabilities yet not implemented, that require additional development.





3. General Structure of SMIS Autonomous Acquisition and Processing Center.


SMIS Center was developed and organized based on concepts listed in Section 2. Implementation of the concepts is displayed on the generalized functional chart (Fig.1). It illustrates the main organization of automatic data processing in terms of the following functional units:


Acquisition station -- performs satellite tracking and antenna control, data registration, calibration and pre-processing, simple on-line stream data processing (creating quicklooks, annotating data);


Processing unit(s) -- perform(s) all tasks of thematic data processing, operating in autonomous mode;


Data flow control -- separate module responsible only for redistribution of data between different modules and units according to specific tasks and projects. It performs commutation of data streams so that provide each processing thread with appropriate data, performing data selection and simple data conversions, if required for particular tasks (like GIF to JPEG formats, etc.);


Control and administrative unit -- specialized module for administrative tasks (acquisition station remote control, system-wide security, etc.);


On-line data repository -- designed to store raw and processed data in on-line-accessible area. This repository is intended to store data for limited time (short-term archive). Later they are moved to permanent archive (tapes, CDRs, etc.);


Data presentation -- both local access to data and common Internet services (FTP server, Web server, mailing lists, etc.) for remote on-line access to raw and processed data from the Internet;


Archiving facilities -- external archiving facilities to perform permanent off-line data storage. 
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Fig.1 Generalized flow chart of SMIS Acquisition and Processing Center.











During implementation it was decided to combine several units (Data flow control, Data repository and Data presentation modules) into single Data Server on Sun SPARCStation. This allowed for utilizing powerful networking capabilities of a UNIX workstation and integrating them with other units realized on low-cost PC computers.





The concept of Data flow control unit should be described in more detail. This is a software module implementing all knowledge about which data where should be distributed, in what formats and at what times. It watches constantly for network connections with other data sources in the system and in appropriate moments feeds the other processing units with proper data. Allocating this task in a separate functional unit allows for much more flexibility in data processing, especially with different projects requiring complicated thematic processing. Adding new or removing processing lines require just adding or removing several data paths in Data flow control block, without reconfiguring the entire system. Thus, all other modules need not know about data paths within the processing system, they just take source data (if any) from pre-defined location over the network and put the processing results into another pre-defined location.





Fig.1 shows the final version of generalized functional structure of autonomous processing system. Thick arrows denote satellite data flow, thin arrows show the control data flow, both operating autonomously. The Internet cloud marks satellite- or other projects related data arriving from other sources or SMIS partners via the Internet (using FTP, remote copy or other protocols). These data streams are also handled automatically upon arrival of new data to the Data server.
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4. SMIS Autonomous Center: Hardware, Software, Network.





Hardware platforms and operating systems.


SMIS Center was originally developed as a low-cost acquisition and processing facility, therefore it is mainly equipped with PC workstations with either Windows for Workgroups 3.11 or Windows NT 3.51 operating system. The Data Server providing data storage and flow control capabilities for the system, is a Sun SPARCStation with 32 Meg RAM. It also hosts all outer-world services (FTP, e-mail and mailing lists, Web server) and control functions. Fig.2 shows principal hardware components of the SMIS processing system, and lists the main processing functions assigned to them according to general concept as described in previous section and Fig.1. The permanent archiving is performed using centralized IKI RAN tape archiving facilities. Local observations data archive is organized with recordable compact discs (CD-R) using CD-writer drive. In general, the hardware background has been selected so that switch to autonomous operation inferred almost no additional pressure on the SMIS budget.
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Fig.2  SMIS Acquisition and Processing Center. 


Automatic data processing tasks assigned to main operating units.








Networking issues.


All operating units are connected via the IKI LAN and running different network protocols over IP. Main file transfers within the system are performed using NetBIOS (NetBEUI) protocol over TCP/IP, which is supported by Windows for Workgroups, Windows NT and OS Solaris (with Samba package installed to provide NetBIOS protocol support in UNIX environment). Certain control information is transferred using low-level UDP protocol by custom software developed at SMIS (Remote Watch applications for WfWG and Windows NT, Remote Watch Daemon for Solaris). All external connections are implemented with IP connectivity and use FTP and remote copy (TCP/IP) for file transfers, NTP (Network Time Protocol) for automatic time syncs with remote time servers. Using IP-based protocols as a background for all networking operations ensures compatibility between different hardware platforms. What is even more important, IP-based protocols allow for operating units to interact and communicate through the routers (as it goes with SMIS Station) or even via the Internet.  With rapidly increasing power of the Internet, this opens great possibilities for development of distributed satellite data systems based on low-cost general-purpose Internet facilities.





Data processing software.


All the software for both thematic and general-purpose satellite data processing has been developed at SMIS. It forms the XV-HRPT Data Acquisition and XV-HRPT Data Processing software packages, running under 16-bit or 32-bit Windows. The details on these program packages are described in [4], you can also check them (with demonstration versions) at SMIS Web site (http://smis.iki.rssi.ru/inform/engl/soft/e_mat.htm). The programs were originally designed with extensive macro capabilities, which were sufficient for most tasks of automatic processing. However, to achieve highest level of autonomy the software had to be updated to include capabilities for stand-alone operations in “non-blocking” mode, as well as some other minor extensions. This development is still in progress, though most required updates have been already implemented successfully.





Beyond that, some minor tasks of data conversion are performed on SMIS Data Server (Sun SPARCStation). They are implemented as non-interactive scripts for UNIX shell and Perl language, using public-domain image-processing libraries (NETPBM, etc.).





Operation control software.


Control software is the set of utilities allowing for automatic processing of data and autonomous ground station operations, as well as data transfers between processing units. Most of these utilities were developed for this task specially. These include:


Post-processing module for XV-TRACKER -- allows for stream processing of received satellite data in batch mode immediately upon data acquisition. The module performs all local processing on the acquisition station during the free intervals between receiving sessions.


XV-COPY -- performing reliable and robust transfers of huge files over the network, with extensive error handling, designed and suited specifically for stand-alone permanent operations.


XV-CRON -- analogous to UNIX cron daemon for Windows environment, with extended configuration options and certain networking capabilities.


RemoteWatch -- two-way network utility to provide transfer of Acquisition Station status and operating details over the network using either NetBIOS or UDP protocol. It is used to monitor SMIS Station remotely and control network connectivity with the station. It also will raise alarm when an error condition requiring operator’s response occurs.


RemoteWatch daemon -- UNIX daemon (written in Perl), providing information about SMIS Station status to Web server in real-time mode. This allows for monitoring station status and operations from the Web.


Data flow control support -- currently implemented as an extensive set of related procedures in Perl language. The entire set forms the Data Flow Control module. Probably, this component will be re-designed in the course of later development to achieve more flexibility and robustness.





5. Processing Tasks and Data Flow During Autonomous Operations.


The SMIS Ground Station performs satellite tracking and HRPT data registration from NOAA satellites, using mostly XV-HRPT software developed at SMIS. At present, the list of primary processing tasks performed in autonomous mode daily by SMIS Center, is as follows:


satellite orbit calculation and composing daily acquisition schedule;


satellite tracking and data acquisition according to pre-composed schedule 


real-time data calibration during acquisition;


preparing full passage text annotation and quicklook images with mapping grid;


data fragmentation and storing fragments for regions of observation, preparing quicklooks and textual annotation for each fragment;


creating composite maps of cloudiness over Russia and selected local regions;


restoration of sea surface temperature over selected coastal regions;


detection of forest fires in regions requested by National Forest Fires Center of Russia (NFFC), preparing maps of regions in required mapping projection, with marks for both detected fires and those identified by NFFC data;


detection of forest fires and similar processing of data being received daily over the Internet from Institute for Solar-Terrestrial Physics (Irkutsk), equipped with the similar acquisition system and XV-HRPT processing software;


calculating weather forecast data and preparing forecast maps using data received from HydroMeteoCenter of Russia;


receiving latest ephemeris data (TLE/TBUS data) from NORAD FTP server;


computer clock sync with remote time server;


numerous tasks of data distribution, conversion, presentation on Web site, real-time archiving, etc.





With the exception of a single operation, all others do not require any supervision under normal conditions. The only one periodical processing operation that still requires operator’s interception, is filtration of selected regional data fragments (in TDF format [5]) to remove those that  are mostly covered by clouds, from the data that will be stored to archive. Hopefully, in nearest future this operation will be also converted into automated procedure.





However, such a complicated task as achieving nearly full autonomy of operations, lays a heavy burden on the Data Flow Control module. This is illustrated on Fig.3, which presents somewhat simplified chart of data flow paths during autonomous operations of  SMIS Processing Center. This architecture in general corresponds to the principal structure on Fig.1, though certain technical conditions during actual implementation requested minor deviations from the theoretical approach.





6. Notes on Reliability and Error Handling.


The reliability of autonomous operation of a complex system like SMIS Processing Center is always a problem. Therefore, achieving sufficient stability was one of the main issues during the development. Such unexpected problems as hardware faults,  network errors, system or thematic software faults, may lock the entire autonomous processing cycle.





According to experience gained at SMIS during the development and maintenance of the Processing System, most of the potentially dangerous error conditions can be either handled through proper design of control software or at least may be traced in real-time to raise an alarm. For instance, the loss of network connectivity should not hang the computer; instead, the software should retry the transmission of data later. However, if connection is lost for long time, this may be a signal of a permanent network fault, in which case the supervising personnel should be alerted. 





The following approach was accepted for development of control software:


data acquisition has the highest priority independently of state of other processes;


a process that had failed, may not leave the system in locked state without informing the operator;


any recoverable error condition is handled by the control software;


unrecoverable errors raise an alarm.


acquisition station is constantly (periodically) transmitting packets to the controlling software on other machines; if the transmission stops for certain timeout, the alarm is raised in the system.





According to our experience, this approach helps to cope with great majority of system and hardware faults during unattended processing with minimal losses. Regarding thematic software errors, in round-the-clock mode these programs are under strong pressure, similar to that during thorough professional software testing. As a result, during the very first period of operating most critical errors and bugs are uncovered, identified and fixed.�
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Fig.3 SMIS Acquisition and Processing Center. Automatic operation data flow.
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7. Conclusion.


The general approach to achieving high level of automation for low-cost weather satellite acquisition stations proved to be successful for the round-the-clock operation of SMIS Autonomous Acquisition and Processing Center. As mentioned earlier, it performs a complicated general purpose and thematic processing in nearly automatic mode. SMIS Web servers offer on-line access to the data resulted from this processing (http://smis.iki.rssi.ru, http://meteo.infospace.ru, http://nffc.infospace.ru, http://sputnik.infospace.ru). However, certain important tasks are still to be implemented, to provide much more reliability and power to SMIS Center operations:


Implementation of full-featured remote control for acquisition station operations over the network (LAN, WAN or the Internet). This will allow installation of small acquisition stations (and network of stations) without locally supervising personnel. Only first steps have been made by SMIS in this direction -- anyone can view the current state and activity of SMIS Ground Station from the Web. Though already in current configuration the SMIS Station operates almost automatically, implementation of active backward control data flow to operate the station remotely will open great possibilities for building distributed satellite-data acquisition and processing systems using low-cost telecommunication facilities.


The Data Flow Control module in its present state of development is very complicated, its re-configuration requires detailed analysis of existing data flows. Elaborating the structured approach to implementation of the module would greatly increase the flexibility and robustness of its operations and configuration. This work is currently in progress at SMIS.
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